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Abstract: Machine vision measurement (MVM) is an essential approach that measures the area or length of a target
efficiently and non-destructively for product quality control. The result of MVM is determined by its configuration,
especially the lighting scheme design in image acquisition and the algorithmic parameter optimization in image
processing. In a traditional workflow, engineers constantly adjust and verify the configuration for an acceptable
result, which is time-consuming and significantly depends on expertise. To address these challenges, we propose
a target-independent approach, visual interactive image clustering, which facilitates configuration optimization by
grouping images into different clusters to suggest lighting schemes with common parameters. Our approach has four
steps: data preparation, data sampling, data processing, and visual analysis with our visualization system. During
preparation, engineers design several candidate lighting schemes to acquire images and develop an algorithm to
process images. Our approach samples engineer-defined parameters for each image and obtains results by executing
the algorithm. The core of data processing is the explainable measurement of the relationships among images using
the algorithmic parameters. Based on the image relationships, we develop VMExplorer, a visual analytics system
that assists engineers in grouping images into clusters and exploring parameters. Finally, engineers can determine
an appropriate lighting scheme with robust parameter combinations. To demonstrate the effectiveness and usability
of our approach, we conduct a case study with engineers and obtain feedback from expert interviews.

Key words: Machine vision measurement; Lighting scheme design; Parameter optimization; Visual interactive
image clustering
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1 Introduction turing and process industries, to ensure that a manu-

factured product adheres to several quality speci-

Product quality control is the last but necessary  geations or meets customers’ requirements (Albers

production phase in industry, especially in manufac-
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et al., 2016; Godina and Matias, 2019). Machine vi-
sion measurement (MVM) (Alonso et al., 2019), as a
crucial approach in product quality control, has been
widely used to measure the area or length of a tar-
get to guarantee dimensional specifications in a non-
destructive, low-cost, and efficient manner. Because
hardware cost has been reduced, more small facto-
ries are replacing inefficient and expensive labor with
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MVM that automatically and accurately measures
the target. When front-line engineers perform a spe-
cific measurement task, where the detection target
and measurement accuracy (here, the measurement
accuracy is defined as the closeness of agreement be-
tween a measured value and a true value of the tar-
get) are determined, they add lighting scheme design
and algorithmic parameter optimization, that is, the
configuration optimization of MVM (Martin, 2007).

The goal of lighting scheme design is to ac-
quire a high-quality image that has clear bound-
aries delineating the target in contrast with the back-
ground. Although some practical guidance and re-
search about the choice of light sources facilitate the
complicated process (Martin, 2007; Yuan QM and
Zhang, 2022), it is still time-consuming and tedious
for engineers to design an appropriate solution. They
need to determine a suitable combination from vari-
ous light sources, lenses, and other hardware, consid-
ering the characteristics of the target. In addition,
redesigning the lighting scheme is inevitable because
of the conversion from a stable test environment to
an uncertain actual environment.

After image acquisition, engineers develop an
algorithm and optimize parameters to process im-
ages. Ome problem that restricts parameter opti-
mization is parameter importance; e.g., engineers
should preferentially adjust important parameters
that significantly impact the result. The other prob-
lem is determining the subsequent parameter with
its adjustment range after adjusting one parameter,
that is, parameter correlation. In addition to the
aforementioned problems, the scale of parameters
has the most influence on the difficulty of parameter
optimization.

To address these challenges in MVM light-
ing scheme design and parameter optimization, we
closely collaborate with front-line engineers to fur-
ther grasp their requirements. We propose visual in-
teractive image clustering, a target-independent ap-
proach that relaxes two problems simultaneously. In
our approach, engineers first acquire images under
several candidate lighting schemes and develop an
algorithm for image processing. They determine pa-
rameter ranges, sample interesting parameters, and
execute the algorithms with all parameter combi-
nations to obtain results for each image. In data
processing, we propose an explainable weighted Jac-

card index to calculate the similarity between pa-
rameters in measuring the relationship between two
images, without laboriously choosing suitable fea-
ture descriptors. After calculating all relationships,
we generate an image relationship graph where the
node and edge correspond to the image and measure-
ment respectively, and propose two complementary
edge-filtering methods to obtain valuable edges. We
further use spectral clustering, an effective method
that groups the graph into different clusters, to de-
termine an initial clustering result as a starting point
for subsequent visualization.

To achieve good clustering results, we design
VMExplorer, an interactive visualization system
that supports engineers in exploring appropriate con-
figuration of MVM with four views. Cluster view is
a primary overview that displays the clustering re-
sult with multi-layer bubbles that identify and layer
each cluster. In this view, each image with sam-
pled parameters encodes a steerable glyph. Engi-
neers can conveniently drag each glyph to change its
cluster, empty or create a cluster, and merge differ-
ent clusters. Intersection view, a visualization with
pixel-based images and heatmaps that present multi-
dimensional parameters at global and detail levels,
supports comparison between parameters from dif-
ferent images. In this view, four representative met-
rics based on different perspectives are proposed to
reveal outliers that divide a group of images selected
in the cluster view into more independent clusters.
The correlation view not only uses a matrix-based
line chart to investigate parameter correlation and
parameter importance, but also provides a super-
position design to further compare parameters from
different images. The detail view provides basic in-
formation, including the acquired images, the devel-
oped algorithm, and the sampled parameters with
ranges. To evaluate our approach, we conduct a case
study with front-line engineers who have different
levels of expertise and experience. We hold inter-
views with them to gather feedback, and discuss the
strengths and limitations of our approach.

In summary, the main contributions of this pa-
per include the following: (1) We propose an explain-
able measurement to assess the relationships among
images using algorithmic parameters; (2) We pro-
pose a target-independent approach, visual interac-
tive image clustering, which is based on parameter
sampling and visualization to facilitate configuration
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optimization in MVM; (3) We present VMExplorer
(https://github.com/6sixteen/ VMPE), a visual an-
alytics system with coordinated views, which sup-
ports the configuration exploration of images and
parameters.

2 Related works

In this section we look at related works from
three perspectives: MVM system (MVMS) which
introduces representative measurement systems and
research concerning lighting scheme design and pa-
rameter optimization, visual parameter space analy-
sis (VPSA) which provides a general framework for
our approach, and static set visualization which in-
spires our visual design.

2.1 Machine vision measurement system

Golnabi and Asadpour (2007) first discussed
system design methodology and reported a generic
model to guide the design of an MVMS. Various
MVMSs have been developed to measure different
targets with automatic machines (Luk et al., 1989;
Wang et al., 2015; Ngo et al., 2017).
gate inefficiencies in traditional methods that de-
tect gears, Wang et al. (2015) proposed a novel
method for gear parameter measurement based on
computer vision. Experimental results showed that

To miti-

the system was stable and fast to replace manual
detection in actual production. Ngo et al. (2017)
built a three-dimensional (3D) measurement system
to measure in-process mechanical parts, and veri-
fied it with more precise measurement equipment to
demonstrate the usability of their system.

In any MVMS, low-level image processing is an
essential first step that requires good lighting to ob-
tain high-quality images. High-quality images can
greatly reduce the difficulty of algorithm develop-
ment and cost of the system. Lighting scheme de-
sign focuses on the type, intensity, number, layout,
and color of the light sources (Yuan QM and Zhang,
2022). Kopparapu (2006) suggested a design pro-
cedure for determining the optimal position of the
light sources to obtain uniform illumination. Martin
(2007) provided a practical guide to machine vision
lighting. When designing an appropriate lighting
scheme, engineers must consider the characteristics
of the targets. Zorcolo et al. (2011) investigated the
factors that mostly affect the accuracy in a typical

measurement application. However, our approach is
target-independent, which means that it is applica-
ble to most targets without considering their char-
acteristics. The underlying principle of this feature
is that we propose an explainable measurement to
calculate the relationships among images under dif-
ferent lighting schemes with algorithmic parameters
that are directly related to the results.

After designing an appropriate lighting scheme,
the last part of an MVMS is the algorithm devel-
opment. An algorithm is a pipeline that consists
of some vision operations arranged in a certain or-
der. An operation is a particular and well-defined
function with several parameters, performing spe-
cific actions on its input data in the form of images
from any operation preceding it. Operations, such
as thresholding operations (Sahoo et al., 1988) and
morphological operations (Comer and Delp, 1999),
are frequently used in MVM due to the simple prin-
ciple and significant effect. The output of the inter-
mediate operation is difficult to perceive and com-
pare, because the output presents the feature of the
target, which hinders parameter optimization.

2.2 Visual parameter space analysis

VPSA is divided into sampling and visualiza-
tion. Interesting parts of the parameter space are
sampled, and the outputs of all samples are com-
puted. Visual methods are created to explore the
parameter space while keeping human in the loop.

Interactive visual approaches to parameter
space analysis have been successfully applied in
different areas, including image processing (Preto-
rius et al., 2011, 2015; Torsney-Weir et al., 2011),
expansion of diseases (Afzal et al., 2011), multi-
dimensional simulation models (Bergner et al.,
2013), animations (Bruckner and Méller, 2010), and
3D geometry (Coffey et al., 2013). In image analysis,
Torsney-Weir et al. (2011) proposed Tuner, where
the input-output models are brain segmentation al-
gorithms. They applied a statistical model to esti-
mate the response of the segmentation algorithm and
guided the user toward better results by establish-
ing additional sample points with 12 objective mea-
sures. The difference between our work and theirs
is that they optimized parameters only in a specific
image, while our approach deals with a set of im-
ages simultaneously and finds corresponding robust
parameters.
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To handle high-dimensional sampled data, di-
mensionality reduction (DR) techniques are widely
used to generate two-dimensional (2D) projections
and explore cluster structures of the original data
(Xia et al., 2018, 2020, 2022, 2023). Xia et al. (2022)
presented the results of a user study that investi-
gates the influence of different DR techniques on vi-
sual cluster analysis (cluster identification, member-
ship identification, distance comparison, and den-
sity comparison). In addition to the above fre-
quently used DR techniques (such as t-SNE and
UMAP), interactive DR techniques have been pro-
posed to support users interactively steer the DR
models in semi-automatic settings. For example, Xia
et al. (2023) proposed an interactive DR approach
with contrastive learning for interactive visual clus-
ter analysis.

Many successful works not only show the great
potential of VPSA in using and validating simulation
models, but also express the common structure and
tasks. Sedlmair et al. (2014) provided a conceptual
framework with three major components based on
their own experience and a structured analysis of the
visualization literature. This framework guides and
systematizes our approach, and we further broaden
the limits of the almost unchanged environmental
variable (images) generalized in the framework to
a controllable variable according to our tasks and
requirements.

2.3 Static set visualization

We consider the parameter combinations of each
image as a static set, so we introduce works about
static set visualization where the elements of sets
remain unchanged over time.

The major challenge in static set visualization
is the scalability problem (Zhu et al., 2022). The
number of relationships between sets explodes ex-
ponentially when sets expand. For an overview of
state-of-the-art techniques of set visualization, we
recommend the survey by Alsallakh et al. (2016).
They classified visualization techniques into seven
categories according to the visual representations
and tasks. Euler diagrams are among the oldest and
most popular set visualizations (Baron, 1969). Sets
and set relations are represented by labeled closed
curves and overlapping curves, respectively.

Some researchers used matrix-based visualiza-
tion to relax the scalability problem. For instance,

the OnSet scheme uses a matrix representation to en-
code large-scale binary set data to matrices (Sadana
et al., 2014). UpSet (Lex et al., 2014), another
successful work, uses a matrix layout where each
row represents an overlap to analyze a specific over-
lap quickly. Inspired by these works, we propose
a matrix-based visualization with pixel-based im-
ages and heatmaps to present parameters at global
and detail levels. Set intersections occupy a large
part of our approach and there are some valuable
approaches for visualizing set intersections (Yalcin
et al., 2016; Alsallakh and Ren, 2017). AggreSet
(Yalcin et al., 2016) aggregates attributes through
circle glyphs to show set intersections in the matrix.
It supports comparison as core exploratory tasks and
allows analysis of set relations. PowerSet (Alsal-
lakh and Ren, 2017) shows set intersections based
on treemap visualization to give an overview of non-
empty intersections in the system. It enables insight
into how elements are distributed across these in-
tersections and fine-grains analysis to explore and
compare their attributes in overview and detail.

3 Background

In this section we first describe the typical work-
flow in MVM and indicate the time-consuming parts
that require considerable expertise and extensive
practical experience. We then describe four specific
tasks derived from front-line engineers through close
collaboration.

3.1 Machine vision measurement

MVM is frequently applied to measure the size
of a target with an automatic measurement system
(Ngo et al., 2017). In a specific measurement task,
engineers design and develop a complete solution,
where they struggle to design an appropriate light-
ing scheme to acquire high-quality images and opti-
mize parameters to obtain acceptable measurement
results.

The lighting scheme design includes the choice
of the light source, lens, camera, and manipulator
(for feeding), as well as the placement of these items
(Golnabi and Asadpour, 2007). To acquire high-
quality images, engineers adjust the lighting scheme
skillfully and iteratively to make the boundaries of
targets and backgrounds clear. The characteristics of
the target surface determine the difficulty of lighting
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scheme design. Some parts of the target may reflect
more light than others, which causes the image to
map the actual target boundaries imprecisely (Mar-
tin, 2007). A suitable light source can prevent the
camera from receiving too much or too little light,
and create high contrast between the target bound-
aries and the background. However, the actual envi-
ronment is more complex and changeable than a test
environment, which makes the original design invalid
in an actual environment.

After designing a lighting scheme, engineers ac-
quire test images with different placements of the
target to perform adequate testing. They spend an
abundance of time developing an algorithm and op-
timizing parameters. We ignore the development of
the algorithm and pay attention to parameter op-
timization that is considerably common and essen-
tial in MVM. Parameter optimization is composed
of three parts: an engineer (1) runs the algorithm
with specific parameters, (2) inspects the output,
and (3) re-runs the algorithm with refined parame-
ters if the output is unsatisfactory. It is inevitable
that elaborately optimized parameters are suitable
for one image, but invalid for another. To find com-
mon parameters for all images, engineers may return
to the previous steps, such as modifying the lighting
scheme, or even operating the manipulator to main-
tain consistency in target placements. In conclusion,
parameter optimization is a tedious trial-and-error
procedure as a result of parameter combinations and
interruptions of algorithm executions.

3.2 Task analysis

We derive four specific tasks to help design light-
ing schemes and optimize parameters during a long-
standing continued partnership with engineers. We
initially conduct a questionnaire survey with 25 en-
gineers to gain preliminary insight. Eleven engineers
have >2 years of work experience (WEX). Eight en-
gineers have half a year to two years of WEX, and
the remainder are inexperienced in MVM, with <3
months of WEX. We choose two engineers for further
collaboration. Engineer A (E4) has been employed
in this industry for three years, measuring nuts and
screws in his daily work. Engineer B (Eg), with six
months of WEX| switched his career from a front-
end engineer to an apprentice who designs lighting
schemes. Based on our analysis of the question-
naire and discussion with these two engineers (F 4

and Ep), four significant tasks are summarized as
follows:

T1: design an appropriate lighting scheme

An appropriate lighting scheme is the key to
acquiring high-quality images, which is extremely
important in determining whether the measurement
task is successful or not. However, it is an intricate
process to quantify the influence of changes in the
lighting scheme on the measurement result, particu-
larly, if the target has a complex structure that in-
terferes with the measurement. Although engineers
summarize some tips for solving common problems,
they still have to explore an enormous search space.
The hardware budget is another constraint in actual
production, and requires engineers to design a light-
ing scheme at a less cost.

T2: optimize algorithmic parameters

The purpose of algorithmic parameter optimiza-
tion is to find common and robust parameters for im-
ages where the placements of the targets are diverse.
To achieve this purpose, engineers repeatedly choose
possible parameters, run the algorithm, and observe
the results, or even modify the lighting scheme. This
inefficient and tedious approach is inadequate due
to the limitation of time cost. Specifically, Ep men-
tioned that he usually attempted to seek non-existent
common parameters for two visually similar images
that actually had unique parameters, which resulted
in a waste of time and energy.

T3: understand parameter importance

In the questionnaire, engineers pointed out that
they struggled to distinguish the importance of a pa-
rameter, especially for unfamiliar operations where
they typically used default recommended values. Be-
cause major parameters significantly impact the re-
sult, whereas minor parameters impact the result
only slightly, it is valuable to identify major parame-
ters and concentrate efforts on adjusting them. An-
other essential reason for understanding parameter
importance is from the clients’ perspective. They are
generally inexperienced factory workers or individual
users with limited knowledge about machine vision
or MVM. They need a few major parameters exposed
in the final graphical interface software to adjust, so
they can still finish their measurement tasks in the
complex actual environment.

T4: understand parameter correlation

This challenge, coming mainly from novices,
is that they aspire to exclude invalid attempts at
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parameter optimization by understanding parame-
ter correlation.

4 Approach

In this section, we first introduce the pipeline of
our approach, and then introduce each stage of the
approach in turn. The visualization system, which is
another key point, is introduced in Section 5.

4.1 Pipeline

To solve tasks derived from engineers, we pro-
pose a target-independent approach, visual inter-
active image clustering, which facilitates lighting
scheme design and algorithmic parameter optimiza-
tion and simultaneously supports the exploration
of parameter importance and parameter correla-
tion. Our approach interactively groups images ac-
quired under various lighting schemes into differ-
ent clusters using parameters, and suggests a light-
ing scheme with robust parameters for each cluster.
Our approach contains four steps: data prepara-
tion (Fig. la) including image acquisition and al-
gorithm development, data sampling (Fig. 1b) to
obtain parameter sets with results for each image,
data processing (Fig. 1c) to obtain a filtered rela-
tionship graph and an initial clustering result, and vi-
sual analysis with our visualization system (Fig. 1d)
to comprehend parameters and facilitate subsequent
clustering.

(€) Data preparation ((2))

o—

Data sampling

4.2 Data preparation

During preparation, engineers design several
candidate lighting schemes by observing the acquired
images directly and then change the placement of the
target to obtain test images for all lighting schemes.
For algorithm development, we develop graphical
software that is based on Halcon (professional soft-
ware for machine vision with an integrated develop-
ment environment) to help engineers develop a fea-
sible algorithm swiftly by dragging vision operation
modules without coding. The algorithm is verified
only in partial images and partial parameters.

4.3 Data sampling

After preparing for alternative lighting schemes
and a feasible algorithm, engineers continue to use
our graphical software to sample data conveniently.
They determine critical parameters and select the
parameter ranges, including the minimum, maxi-
mum, and step size. For each image, the software
automatically executes the algorithm with all pa-
rameter combinations to obtain and restore results.
For all parameter combinations, unsampled param-
eters remain at the same default values.

Here is a concrete example to introduce data
sampling: As shown in Fig. 2a, engineers want
to measure the area of the white pin of the com-
plex printed circuit board (PCB) which is identi-
fied by the blue mask. After the lighting design

(c) Data processing

Design lighting schemes

£ Light source & Lens

[C; Acquire test images
=
(J Target and schemes

fEQaf Develop an algorithm
Vision operations

=0O- Determine parameters
=2 Parameter range

Execute the algorithm

]
. rImages and parameters

@ Store raw data

IE’ Parameters and results

Interactive visualization system

Intersection view

@ Calculate the index
:ﬂ: Weighted Jaccard index

% Filter edges
'@‘ Two methods

soe )
oeo Spectral clustering
soe

Initial clustering result

Correlation view

Fig. 1 Pipeline of visual interactive image clustering: (a) data preparation; (b) data sampling; (c) data

processing; (d) visual analysis with our visualization system
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and algorithm development period, engineers select
three essential operations for sampling, including
thresholding which segments an image using a global
threshold, opening circle which opens a region with
circular structuring, and select _shape which chooses
regions with the aid of shape features. Sampled pa-
rameters with ranges are illustrated in Table 1; for
example, the first row in Table 1 indicates that the
value of minThreshold from thresholding can be 20,
21, 22, ---, 40. We define a combination of cer-
tain values of all sampled parameters as a parameter
element; for instance, 20 (minThreshold), 40 (max-
Threshold), 2 (openingCircle), and 0.84 (minShape)
constitute a parameter element. The algorithm re-
sult includes a numeric value for each parameter ele-
ment, and for an image, all parameter elements form
a parameter set. We illustrate these concepts by
mathematical expressions in the supplementary ma-
terials for generalization.

Fig. 2 Different measurement results for a same im-
age: (a) the target is the area of the white pin of the
printed circuit board (blue mask); (b) appropriate pa-
rameters produce an acceptable measurement result
that satisfies the measurement accuracy requirement
(green mask); (c) inappropriate parameters produce
an unacceptable measurement result that contains an
additional non-target area (big red mask); (d) inap-
propriate parameters produce an unacceptable mea-
surement result that lacks the necessary target area
(small red mask) (References to color refer to the
online version of this figure)

Table 1 Parameters with ranges in data sampling

Parameter Operation Min Max Step size
minThreshold  thresholding 20 40 1
maxThreshold thresholding 40 60 1
openingCircle  opening circle 2 10 1
minShape select shape 0.8 0.84 0.01

Min for minimum and max for maximum

4.4 Data processing

Data processing is described in four parts: fun-
damental concepts, the weighted Jaccard index, two
complementary methods to filter edges of the image
relationship graph, and spectral clustering to cluster
the filtered graph.

1. Fundamental concepts

The parameter elements of a parameter set can
be divided into success and failure according to
whether the algorithm can be completely executed
to obtain a result. The reason for failure is that
the preceding operation with inappropriate param-
eters produces an empty output for the succeeding
operation. Success can be divided further into two
categories: the filtered parameter set whose results
satisfy the measurement accuracy requirement and
the dirty parameter set whose results violate the ac-
curacy. The acceptable result is indicated by the
green mask in Fig. 2b, while the unacceptable re-
sult is indicated by the big red mask, which contains
a non-target area (Fig. 2¢), or the small red mask,
which lacks the target area (Fig. 2d). We provide
a figure in the supplementary materials to illustrate
these concepts clearly.

Intersection and union of filtered parameter sets
are frequently used in data processing. Filtered pa-
rameter sets can intersect mutually to obtain a new
set, which is composed of parameter elements that
are common to both sets. The union of two filtered
parameter sets generates a new set containing all pa-
rameter elements in both sets. The intersection of
more than two filtered parameter sets is the repe-
tition of the operation with two sets until a final
intersected set is generated, and the union is a simi-
lar process. Although the final set is invariable if all
original sets are determined, the intermediate sets
are different with different selection of two sets in
each step, that is, intersection order.

2. Weighted Jaccard index

The Jaccard index is widely applied to calculate
the similarity between two sets in domains where bi-
nary data are used. We consider the filtered param-
eter set as the set for calculating the Jaccard index,
and ignore the numerical results of the set in the cal-
culation because they already satisfy the accuracy
requirement. This measurement is explainable when
measuring the relationship between two images. For
example, a value of 0 indicates that the images vary
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widely, while a value closer to 1 means that the im-
ages are more similar. However, this measurement
ignores the frequency of the filtered parameter ele-
ments in all filtered parameter sets, which is the ratio
of the number of the elements that appear in all sets
to the number of all sets. The high-frequency ele-
ment indicates that most images can have acceptable
results with the element that should receive greater
Considering this feature, we propose a
weighted Jaccard index in Eq. (1), where each ele-

attention.

ment is multiplied by its frequency f and P is the
filtered parameter set. Actually, the Jaccard index
is a particular case of the weighted Jaccard index,
where each set has the same frequency, which equals

1.
> fe
WII(P,P,)= 5 .,, 1
(P;, Pj) > (1)
where
ee PNP;,
, ’ (2)
e’ € P,UP;.

3. Edge filtering

An image relationship graph is constructed af-
ter calculating the weighted Jaccard index for all
filtered parameter sets. The filtered parameter set
of an image is represented as a node in the graph,
and each relationship between two images is an edge
connecting two corresponding nodes. To understand
the image relationship using the graph, we propose
two complementary methods for extracting valuable
edges, which also reduce visual clutter in the visual
analysis.

The concept of method 1 is to extract several
essential edges with large indices only. Taking an
image as an example, method 1 first calculates the
weighted Jaccard index with other images to obtain
a vector, and then sorts the vectors in descending or-
der. Finally, the top p (p = 30% in our experiments)
edges are preserved. However, method 1 may ignore
significant edges when small filtered parameter sets
produce similar indices, because a large denomina-
tor plays a decisive role in calculating the index. To
complement method 1, we propose method 2, which
applies the size of the intersection of two parame-
ter sets as the calculation criterion. In addition to
the calculation criterion, the pipeline of method 2
is identical to that of method 1. The final edges
are the combination of edges generated by these two
methods.

4. Spectral clustering

After obtaining the filtered graph, we apply the
spectral clustering algorithm with excellent cluster-
ing effect to cluster the graph initially. The initial
clustering result is generally an undesirable state,
where some clusters still have common filtered pa-
rameter elements. However, our approach requires
independent clusters to suggest a different lighting
scheme with robust parameters for each cluster. For
better configuration, clusters should have no com-
mon parameters that produce acceptable results, and
the number of clusters should be as small as possible.
The former constraint guarantees cluster indepen-
dence, and the latter improves the differentiation.

Visualization is a tool for resolving this phe-
nomenon with intuitive presentations of multi-
dimensional data (Yuan J et al., 2021). Thus, we
design our visualization system to obtain better clus-
tering results.

5 VMExplorer

In this section, we first describe the design
requirements of our visualization system (VMEx-
plorer) which are guided by the tasks in Section 3.2,
and then describe the system design.

5.1 Design requirements

R1: provide an overview equipped with neces-
sary interactions to explore clusters

The system needs an overview to present clus-
ters of all images and provide necessary interactions
to get engineers into the subsequent clustering loop
(T1). The success that makes the algorithm be exe-
cuted completely should be visualized as the primary
object in the overview to represent the correspond-
ing image and its lighting scheme (T2). Engineers
can observe the distribution of the parameter set and
compare different parameter sets. The relationship
between two images calculated by the weighted Jac-
card index is supposed to be provided to engineers
to discover special patterns, such as two irrelevant
images without a common parameter element (T1).
Parameter sets in the same cluster are expected to
be located in adjacent areas, and each cluster needs
an obvious boundary as identification (T1). For in-
teractions, engineers can view the original images
and arbitrarily move each image from one cluster to
another to change its class. The system also allows
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engineers to create a new cluster, empty an original
cluster, and select a group of objects to observe their
properties for better clustering (T1, T2).

R2: support a scalable view that presents fil-
tered parameter sets to facilitate clustering

To assist engineers in grouping images with la-
tent similar properties into the same cluster, the sys-
tem should encode a filtered parameter set in an iden-
tifiable way and provide a scalable view to present a
group of filtered parameter sets (T1, T2, T3). First,
the filtered parameter set is multi-dimensional, and
its size explodes exponentially with an increase in
the quantity and ranges of parameters. Second, the
number of filtered parameter sets is unrestricted, de-
termined entirely by engineers.

R3: recommend significant intersection orders
to identify special images in a cluster

In addition to supporting a scalable view to
present filtered parameter sets, the system should
suggest meaningful intersection orders to facilitate
seeking special images (T1, T2). A special image
with an unusual filtered parameter set considerably
influences the final intersected filtered parameter set
in a cluster, so it is critical to exclude it from the
cluster to force the cluster to have more common
parameter elements (T1, T2).

R4: describe filtered parameter sets from multi-
ple perspectives to understand parameters

Because a filtered parameter set with vast data
volume can be represented as an enormous matrix,
the matrix cannot be observed directly to under-
stand parameter importance and parameter corre-
lation. Thus, the system needs multiple perspec-
tives for presenting filtered parameter sets. Sta-
tistical perspectives, such as parameter frequencies,
omit partial information, but emphasize a particular
aspect of the filtered parameter set (T3). To un-
derstand parameter correlation, instead of showing
parameters in table form, a scalable and intuitive
visualization should be designed, considering that
engineers are unfamiliar with visualization (T4).

5.2 System interface

Under the guidance of design requirements, we
design VMExplorer (Fig. 3), a visualization system
that supports subsequent image clustering for en-
gineers to optimize configuration of MVM. In this
subsection, we introduce the visual encodings and
interactions of each view.

5.2.1 Detail view

Detail view (Fig. 3a), which provides fundamen-
tal information including the algorithm, images, and
sampled parameters with defined ranges, allows en-
gineers to have a global grasp of the explored tar-
get. Engineers can drag the scroll bar to observe
the images on the left side and determine the initial
number of clusters based on experience for spectral
clustering. Considering that inexperienced engineers
struggle to assign the initial number, we use a per-
ceptual hash algorithm (Weng and Preneel, 2011) to
extract the image features, calculate the similarity
between two images by the European distance, and
employ mean shift clustering (Wu and Yang, 2007)
to recommend the number of clusters. On the right
side, the algorithm flow chart is illustrated with the
sampled parameters highlighted in green and the re-
mainder in black, where engineers can monitor the
minimum, maximum, and step size of the sampled
parameters. To save system space, we add a sidebar
which can be popped and hidden from the far right
of the system interface by pressing X. In the sidebar,
engineers can enter system parameters, such as the
number of initial clusters and the range of measure-
ment accuracy.

5.2.2 Cluster view

Cluster view (Fig. 3b) contains three major
components: the glyph representing the image, the
edge describing the relationship between two images,
and the bubble identifying the clusters.

For glyph design, the glyph area encodes the
size of the filtered parameter set, because the area is
an expressive visual channel to represent ordered at-
tributes (Munzner, 2014). We represent the distribu-
tion of the filtered parameter set and dirty parameter
set with the green outer ring and orange inner ring,
respectively. Because the results of the filtered pa-
rameter set are continuous, we equally divide the re-
sults into several portions and encode each portion as
the part of the outer ring with the same area. These
parts are arranged in clockwise order with increasing
results. The number of divisions can be entered in
the sidebar (5 as default). As for the dirty parameter
set, we divide the inner ring into three parts. The left
part indicates the parameter elements whose results
are smaller than the minimum accuracy within a set-
table threshold, while the right indicates the larger
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Fig. 3 System interface: (a) detail view provides basic information about the sampled data; (b) cluster view
shows the clustering result with multi-layer bubbles as identification; (c) correlation view uses a matrix-based
line chart to present the correlation between two parameters; (d) intersection view presents the intersection
process of selected parameter sets (References to color refer to the online version of this figure)

part and the bottom describes the remainder. The
number of parameter elements in each part encodes
color saturation, where the darker color indicates the
greater value.

The phenomenon that an image has an empty
filtered parameter set implies that the image does not
satisfy the measurement accuracy requirement with
any currently sampled parameter set. We put the
special glyph in an independent cluster (invalid clus-
ter) for potential exploration. These glyphs may be
moved from an invalid cluster when engineers extend
the measurement accuracy. We use bubbles with dif-
ferent symbols, such as the triangle in Fig. 3b, to
distinguish clusters. The size of the final intersected
parameter set of the cluster is displayed on the right
of the symbol. Engineers can drag any glyph from
one bubble to another to change its cluster. To make
the cluster organization more structured, we choose
the size of the filtered parameter set as the criterion
for further divisions. As shown in Fig. 3b (triangle),
we select two values (50%, 75%) to divide the clus-
ter (specifically, 75% indicates that all sets whose
sizes exceed 75% of the size of the largest set are
grouped in a new distinct bubble). The similarity
of two filtered parameter sets, which is calculated
by the explainable weighted Jaccard index, encodes

the width of the edge between two glyphs. To relax
visual clutter, we propose two complementary meth-
ods to filter the edges. The experimental results in
the supplementary materials demonstrate that these
methods can distill valuable edges.

This paragraph describes the remaining cluster
view information. A black rectangle whose angle cor-
responds to the angle of the placement of the target
is shown in the glyph. A unique identity and the
original image can be checked by clicking the rectan-
gle. The layout for all clusters is based on the force-
directed graph drawing algorithm (Eades, 1984) to
avoid overlap. A red curve will connect two clusters
if they have common parameter sets. For interac-
tions, engineers can merge two clusters by dragging
symbols together and produce a new cluster by drag-
ging a glyph to a blank space. Engineers can select
interesting glyphs in the cluster view and monitor
their intersection process in the intersection view.

5.2.3 Intersection view

Intersection view uses pixel-based images and
heatmaps to illustrate the intersection process of
the filtered parameter sets. Significant intersection
orders are suggested for identifying outliers (i.e.,
special images) that have exceptional parameter
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distributions and considerably influence the final
results.

The unique characteristic of the filtered param-
eter set is not well-suited for widely adopted multi-
dimensional visualization techniques. For example,
parallel coordinates cause extensive overlap of vi-
sual elements with low space utilization, because pa-
rameters are sampled in discrete mode and some fil-
tered parameter elements differ only in the individ-
ual parameters. We propose a specifically organized
pixel-based image (Fig. 4a) to encode the filtered
parameter set with high space utilization. The num-
ber of parameter elements is the same in each set
and equals the size of the union of sets selected in
the cluster view. The green area represents the el-
ements of the original set or intermediate set, and
the white area represents missing elements relative
to the union. The location of the elements is deter-
mined in descending order of parameter importance
as a primary metric and parameter value as a sec-
ondary metric, which makes the pixel-based image
structurally comparable.

We use a heatmap to encode parameter fre-
quencies of the set to reflect parameter importance.
The frequency of a parameter value is defined as the
number of occurrences of that value divided by the
size of the set. As shown in Fig. 4a, each blue col-
umn corresponds to the distribution of a parameter,
and each small rectangle in the column represents
the frequency of the corresponding parameter value,
mapped with saturation. We define the importance
of a parameter as the variance of the frequencies of
all parameter values, which is accepted by the en-
gineers. The order of columns equals the order of
parameters in the algorithm, and parameter values
are arranged in ascending order. We use white and
gray circles to represent selected and unselected im-
ages, respectively.

110 21 ¥ gﬁi
' i

Pixel-based image C“Ac|es. étep1

To seek outliers that divide the original clus-
ter into more clusters, we recommend four signifi-
cant intersection orders. We recommend only in-
tersection orders that intersect two filtered param-
eter sets in each step. We propose four meaning-
ful metrics emphasizing different aspects to suggest
intersection orders: Jaccard index (O;), weighted
Jaccard index (O2), |Pi| + |P:| (O3), and |P; N
Py|/min(|Py|, | Ps|) (O4) (P and Py are two filtered
parameter sets). Each metric derives two orders de-
pending on whether two sets with the largest (O_ D)
or the smallest (O_A) metric value are intersected
first. All orders share a common pipeline where they
calculate the metrics of all set combinations, inter-
sect two right sets to generate an intermediate set,
and repeat the above process until the final set is
generated. O; and Oz both group the most simi-
lar or different sets into the same cluster, which is
a general and effective concept in clustering tasks.
Os intersects parameter sets by their size because
size is an important constraint that limits the final
result. O, emphasizes the subset relationship, and
engineers can choose Oy to find redundant images in
the cluster.

Intersection view encodes the intersection or-
der as a right-to-left tree (Fig. 3d), where the gray
leaf node, the black parent node, and the black root
node represent the original set, the intermediate in-
tersected set, and the final set, respectively, with the
size of the set encoding the area of the circle. The
orange outlier, as shown in Fig. 3d in the upper tree,
corresponds to the first empty intersected parameter
set (empty set in Fig. 3d), and divides the cluster
selected in the cluster view into two clusters. At the
bottom part of the intersection view (Fig. 3d), an
intersection process of the larger cluster generated
by the outlier is exhibited by the same visual design.

17 15, 21 182,13 s ®

T EER °
'__________j_-_g g Cluster 1 'E

*1871,10 1,10,17  -181,10,15,  -'81,10, 13, 2

E | g | E:17,21 515,17,21

3 B8 Cluster2 T4i8

t=-

Step 6

Step 4

Fig. 4 Visualization of an intersection process in the intersection view: (a) each filtered parameter set encodes
a combined visualization that contains a pixel-based image, a heatmap, and circles; (b) the intersection process
is composed of sets selected in the cluster view and sets generated in the process (Each column represents
an intersection step; for example, step 1 indicates that 1 and 10 intersect first and produce a new filtered
parameter set named 1 and 10 in step 4. References to color refer to the online version of this figure)
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5.2.4 Correlation view

Correlation view uses a matrix-based line chart
(Fig. 3c) to support the exploration of parameter
correlation of a filtered parameter set and facilitate
comparison between different sets.

Correlation view visualizes only the correlation
between two parameters that are in the same opera-
tion or adjacent operations. Because the traditional
parameter optimization is a streamlined step-by-step
process, this indicates that engineers start to tune
the parameters in a new operation until the previous
adjacent operation is tuned to obtain a satisfactory
intermediate output. The top of the view shows pa-
rameter legends and image identities. Below the leg-
ends, the correlation between the n*® and (n + 1)
parameters is displayed in the n'" column, and the
order of the parameters can be changed by clicking
them. Each rectangle in the n*" column applies a line
to display the relationship between the (n + 1) pa-
rameter value (z-axis) and its number (y-axis), with
a specified value of the n*® parameter marked on the
right for hints (Fig. 5a). Engineers can observe the
changing trend or the extreme points of the line in

15 = 21
@ openingCircle

@ minThreshold
@ maxThreshold

a rectangle, and compare the trends vertically in the
direction of the column (Fig. 5b). To enhance space
utilization, we merge adjacent rectangles that have
the same lines to a single rectangle with a hyphen
representing the range of the n'" parameter. For
comparative visualization between two sets, we use
a superposition design (Gleicher, 2018): place two
lines in the same rectangle.

6 Case study: measure the area of the
white pin

To evaluate the effectiveness of our target-
independent approach for MVM, we invite two front-
line engineers (E4 and Ep) to handle the measure-
ment workflow with VMExplorer. Furthermore, we
open our system to other engineers and conduct in-
terviews with them to gather feedback. We then
describe a case study by FE4.

1. Experimental configuration

The target is the area of the white pin of the
PCB (Fig. 2a). The metal surface of the PCB
tends to cause measurement interference due to the

© minShape

Column 1

Fig. 5 A matrix-based line chart of the filtered parameter sets 15 and 21: (a) column 1 illustrates the correlation
between minThreshold and maxThreshold; (b) the selected area indicates that for 15, openingCircle should be
increased with the increase in maxThreshold (45-51) to obtain acceptable results; (c) a straight-line pattern
of openingCircle and minShape indicates that minShape is unimportant due to the uniform distribution

regardless of the values of openingCircle
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light reflection. For the hardware, E4 chose a
five-megapixel industrial camera (MV-CE050-30UC)
produced by HIKVISION (a technology company
focusing on technological innovation) and a white
ring light source. FE4 placed the light source di-
rectly over the PCB which was fixed on the mid-
dle of a turntable, and set three intensities of light:
low, medium, and high. For each light intensity, E 4
turned on the turntable and obtained images ran-
domly with different placements. Finally, E4 ac-
quired 22 images, each identified with a unique ID
from 0 to 21, and developed a feasible algorithm
swiftly with our software.

2. Data sampling and data processing

FE 4 selected interesting parameters, defined
their ranges, and obtained all parameter sets with
corresponding results. The sampled parameters were
introduced in Table 1 in Section 4.3. These four rep-
resentative parameters come from three typical oper-
ations, and produce a parameter set with the size of
19 845 (21 x 21 x 9 x 5) for each image. The actual
area of the white pin was 36 000 in pixels, and E4
set the acceptable measurement range from 35 000
to 37 000 to obtain the filtered parameter sets. The
filtered parameter set results were ignored in data
processing because they already satisfied the accu-
racy requirement. The filtered relationship graph
was generated as the beginning for visual analysis.
Before the experiment started, we introduced our
system to the engineers in detail, including the vi-
sual encodings and interactions.

3. Initial stage

Initially, 4 scanned the images in the detail
view to have a rough idea of the image relationship.
Based on intuitive perception of image features, 3
was entered as the number of clusters. However,
the cluster view presented four clusters: one cluster
with an empty final intersected parameter set (failure
cluster), two clusters with a non-empty set (success
cluster), and an invalid cluster. In the invalid cluster,
he found five glyphs (4, 5, 18, 19, and 20) whose outer
rings were white. By observing images, he found
that the brightness in 4, 5, 18, 19, and 20 was higher
than that of others. He considered that the ranges
of minThreshold and maxThreshold in thresholding
mismatched the lighting conditions. He hid invalid
cluster and focused on other clusters.

There were two success clusters in the initial
stage: the quadrangle (2, 3, 11, 12, and 13) and the

pentagon (1, 10, 15, 17, and 21). In the quadran-
gle, the larger glyph wrapped in an inner bubble had
more edges, and occupied a more central position in
the cluster. He dragged 2 and 13 (the largest and
second largest, respectively) from the quadrangle to
the pentagon, considering that the larger glyph with
more parameter elements would not affect the final
intersected parameter set of other clusters.
ever, the size of the pentagon decreased from 5 to
0, which means that 2 and 13 differed from the im-
ages in the original pentagon. To further explore the
phenomenon beyond his expectations, he dragged 2,
13, and the pentagon together, chose the weighted
Jaccard index in descending order (O; D) as the
order, and observed their intersection process in the
intersection view. As shown in Fig. 4b, he found
that the final intersect parameter set was empty, but
the cluster could be divided into two clusters (clus-
ter 1: 2 and 13; cluster 2: 1, 10, 15, 17, and 21) at
step 6. He noticed that two clusters had different
heatmaps, especially the distribution of the second
(maxThreshold) and third (openingCircle) columns,
which was the cause of the phenomenon. He real-
ized that spectral clustering produced a good initial

How-

result that grouped similar images with more of the
same parameter elements together.

4. Parameter importance and parameter corre-
lation

Subsequently, he selected the pentagon and
still chose Os D as the order. By comparing all
heatmaps in the intersection view (Fig. 6), he dis-
covered that the color distribution of the column

@ O O O
o o o 8o
) @15 O @15
SNO O @ O
O O @] O 21
O O @ 10 @
@ 10 1 O @ 10 @ 10 2 @ 10
@) O @) E) @ 15
(@ O 1 @] . @17 " @17
§o O 21 O (@) 1 ©2
Fig. 6 Comparison of the intersection process

heatmaps (1, 10, 15, 17, and 21, e.g., the pentagon)
(1 and 17 are the constraints affecting the final inter-
sected parameter set of the pentagon, with a special
color distribution of the first column in the heatmap)
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representing minShape was uniform, which indicates
that this parameter was unimportant, because all
values of minShape were sampled equally, regard-
less of the values of preceding parameters. He then
clicked 15 and 21 in the intersection view and found
that the third column describing the correlation of
openingCircle and minShape in the correlation view
contained only straight lines (Fig. 5¢). By clicking
the legends at the top of the correlation view to swap
parameters, he noticed that there were still straight-
line patterns, which further convinced him that the
parameter was unimportant. He observed the first
column (the correlation of minThreshold and max-
Threshold) from top to bottom and noticed that as
minThreshold increased, the line gradually shifted
to the right (Fig. 5a). He realized that he should
increase maxThreshold to keep the acceptable result
when increasing minThreshold.

5. Interactive clustering

Finally, he performed interactive clustering to
eliminate the triangle with the empty final inter-
sected parameter set (Fig. 7a). He still chose O D
as the order. However, the outlier divided the origi-

nal triangle into two failure clusters: the new triangle
and the hexagon (Fig. 7b). Instead of continuing on
this foundation, he restored the clusters to the previ-
ous stage (Fig. 7a), and attempted the Jaccard index
in descending order (O; D) as the order, but the re-
sult was similar to that of the previous one (Fig. 7c).
He realized that he should try to intersect the small
parameter sets. He found that this order gave a dif-
ferent outlier (Fig. 7d); i.e., 0, 7, and 8 were divided
into a new cluster, while a red curve appeared be-
tween the new triangle and the original quadrangle.
After merging these two clusters, he successfully ob-
tained three success clusters (Fig. 7e): the triangle,
quadrangle, and pentagon. He attempted to reduce
the number of clusters from 3 to 2. There were three
combinations to merge these clusters, and because
the pentagon was newly produced from the original
triangle, he kept the pentagon as a unique cluster.
He simply merged the triangle and the quadrangle
to explore better clustering. Finally, he used O4 D
to intersect subsets first and found a new clustering
result. That is, Glyph 16 could be moved from the
triangle to the quadrangle or the opposite.
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Fig. 7 Exploration in the user case: (a) the triangle has an empty final intersected parameter set; (b) the
clustering result referring to O2 D; (c) the omitted clustering result referring to O1_D; (d) the clustering
result referring to O3z D; (e) the triangle and the quadrangle in (d) are merged to obtain a new triangle;
(f) another case of three clusters (References to color refer to the online version of this figure)
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6. Results and verification

FE 4 obtained two feasible clustering results with
satisfactory parameters shown in the sidebar. Be-
sides, he identified the unimportant parameter (min-
Shape) and understood the correlation of parame-
ters. He summarized that he would choose parame-
ters of the triangle as the final parameters, because
the cluster contained the most images, which means
that the parameters were more robust. He chose
32, 48, 9, and 0.8 for minThreshold, maxThresh-
old, openingCircle, and minShape, respectively. For
the lighting scheme, he chose the lighting scheme
of Glyph 16 that had most edges in the triangle.
Finally, he changed the placements of the target to

obtain several images to verify his configuration, and
the results are shown in Fig. 8, where all measure-
ments satisfied the measurement accuracy require-
ment and were illustrated by the red bounding box.

35725 36 842

36918

36 356 36933

Fig. 8 Further verification of the lighting scheme with
parameters of Glyph 16 (References to color refer to
the online version of this figure)

7 Engineers’ feedback

FE 4 and Ep each spent about 20 min exploring
our system. We then conducted an in-depth inter-
view with them one by one and asked them questions
on usability and suggestions. In addition, our sys-
tem was still available for other engineers for one
day, and we received comments from five other en-
gineers. Generally, seven engineers all agreed that
our approach provides a new angle to deal with the
problem of designing lighting schemes and optimiz-

ing parameters (configuration optimization). Their
feedback is summarized as follows:

1. Straightforward access to image relationship

All engineers considered that measuring the re-
lationship among images using parameters is inno-
vative and straightforward with the advantage of ig-
noring the image feature. E 4 stated “I usually assess
the relationship between two images by comparing
the image feature directly, which is entirely based
on experience. This quantitative measurement that
uses the relationship between parameters is explain-
able for me.” Ep added “I can quickly find unrelated
images through this system, instead of attempting
various parameter combinations and waiting for the
results.”

2. Efficient exploration of parameters

In terms of understanding parameter impor-
tance and parameter correlation, all engineers agreed
that some findings match their WEX and vision
knowledge. Novices gave plenty of affirmation about
the heatmap, which shows the frequency of the pa-
rameter to reflect parameter importance. One en-
gineer mentioned “I will hide uncritical parameters
found in the exploration in the software development
afterward.” Three engineers thought that although
the matrix-based line chart is difficult to understand
at first, it provides an interesting format for under-
standing parameter correlation by analyzing two pa-
rameter sets.

3. System design

Five engineers praised the bubbles in the clus-
ter view, which distinguishes the clusters clearly and
categorizes the glyphs in the cluster. Two engineers
said “The area of the glyph is an effective visual en-
coding for the size of the filtered parameter set, which
assists us in finding special images.” Four engineers
strongly praised the intersection view and our in-
They emphasized that different
intersection orders may lead to better clustering re-
sults in the exploration and interaction, because the

tersection orders.

choice of intersection orders is convenient. For the
pixel-based image, four engineers pointed out that
they can intuitively perceive the size of the filtered
parameter set and find the most special one to ex-
clude. However, three engineers said “It is difficult to
compare pixel-based images of two small filtered pa-
rameter sets, and we are confused about the pattern
shown by the pixel-based image.” FEp denoted that
he wants to observe the relationship between glyphs
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in different clusters in the overview. However, there
are no edges between glyphs in two clusters in our
design to decrease visual clutter.

4. Usability and improvement

All the engineers agreed that the views in our
system are easy to understand and use. Six engineers
stated that the interactions are nearly perfect, and
the system provides necessary interactive functions,
such as dragging the glyph, viewing the original im-
ages, and entering different hyper parameters. Three
engineers praised the convenient compound interac-
tions, such as merging two clusters, which facilitates
their exploration. We also obtained valuable sugges-
tions from engineers. Two engineers suggested en-
coding additional information in the glyph, such as
the intensity, color, and position of the light source,
to add extra information channels for the lighting
scheme design. F 4 suggested a new idea about the
weighted Jaccard index; that is, combining the values
of the important parameters may effectively group
images with similar lighting conditions into the same
cluster.

8 Discussion and future work

Our work is a multidisciplinary effort, and
our approach has received significant feedback
from front-line engineers. We innovatively measure
the relationships among images by calculating the
weighted Jaccard index using parameters, which pro-
vides a new angle for engineers to design an ap-
propriate lighting scheme and optimize parameters.
For the scalability and effectiveness of our approach,
we discuss the problem in two parts: sampling and
visualization. The data sampling time and data
processing time increase with more sampled images
and parameters, but engineers can handle the time-
consuming process offline with our graphical soft-
ware. Our visualization system is tolerant of data
expansion; for example, the cluster view encodes an
image as a glyph and can simplify a glyph to a point
while keeping the cluster structure. The pixel-based
images and heatmap of the intersection view are scal-
able due to the high space stylization. Our system
supports the exploration of parameter importance
and parameter correlation to meet extra demands
from engineers. However, we ignore lighting scheme
configuration information and the intermediate im-
ages in the algorithm. If we can provide configura-

tion information, such as color and location of the
light source, engineers can more successfully identify
or choose appropriate lighting schemes. Intermedi-
ate images are of high resolution and details of the
images are unobservable due to the limited space.
Another limitation is that our approach depends on
lighting schemes predesigned by the engineers, which
requires engineers to have some experience.

In the future, we intend to extend our approach
to other more challenging vision tasks, such as defect
detection, where the output is an image rather than
a numerical value. We will also combine more light-
ing scheme information in our system to increase its
usability, based on the presented feedback.

9 Conclusions

To facilitate the configuration optimization
(lighting scheme design and parameter optimiza-
tion) of MVM, we propose a target-independent ap-
proach, visual interactive image clustering, which
addresses the two problems simultaneously. We pro-
pose a weighted Jaccard index to measure the re-
lationship among images through algorithmic pa-
rameters. Based on the explainable measurement,
our approach interactively groups images into dif-
ferent clusters with our visualization system (VM-
Explorer), and suggests several appropriate lighting
schemes with robust parameters. Our approach also
supports the exploration of parameter importance
and parameter correlation to meet extra demands
derived from front-line engineers during close collab-
oration. We conduct a case study and collect feed-
back from engineers to demonstrate the effectiveness
of our approach.
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